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AbstracrOapacity analysis for an ad hoc network supporting 
delay-sensitive trafllc is addressed in this paper. In contrast, 
most previous capacity analysis work focused on ad hoc 
networks carrying delay-tolerant traflic and improved the 
network capacity at the expense of increased transmission delay. 
In this paper, ad hoc networks are modeled with adjacency 
matrices. Based 00 these adjacency matrices, we design two 
efficient algorithms, MSDA and CSDA, tu derive the capacity of 
the ad hoc networks carrying delay-sensitive trafic through a 
sequence of matrix operations. We also design an algorithm to 
estimate the average hop count ofthe network. 

I. INTRODUCTION 
In ad hoc networks, the supported services are not only 

delay-tolerant, such as FTP and email, but also delay-sensitive 
real-time applications. Much work has been done [1][2][3] to 
evaluate the capacity of ad hoc networks. However, they 
focused primarily on the performance issues of delay-tolerant 
applications under different network models and transmission 
scenarios and achieved satisfactory network capacity at the 
expense of increased transmission delay. [4] is one that 
estimated the maximum number of users that can be supported 
in the ad hoc network under specific delay constraints. 

In this paper, we focus on ad hoc networks canying delay 
sensitive traffic. The network capacity is defined as the 
maximum number of sessions that can be supported in the 
network under end-to-end delay constraints. A session 
comprises one hop or several sequential hops without 
considering whether nodes on it are source, destination, or 
intermediate nodes (Fig. 1). A session containing n hops is 
called as an n-hop session. 

In this paper, ad hoc networks are modeled with adjacency 
matrices. Two matrix-based algorithms are designed for two 
different scenarios: (i) Matrix Select-Delete Algorithms 
(MSDA) is designed for the non-channel-sharing scenario 
where each channel is used by only one session; and (ii) 
Channel-sharing Select-Delete Algorithm (CSDA) is used to 
obtain network capacity for the channel sharing scenario. Our 
algorithms can obtain the capacity of the network with time 
complexity O(N’ i n ) ,  in contrast to the time complexity 
O(N l ( k  + 

The capacity can serve as a reference or criteria for 
accepting new communication requests, to ensure that, any of 
the source-destination pairs containing these sessions will 
meet end-to-end delay constraints. 

of the Brute-Force Search algorithm [5]. 
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The paper is organized as follows. Next section describes 
the mathematical model for the ad hoc networks. In section 
111, the design and implementation of the Matrix Select-Delete 
Algorithm (MSDA) is described. Section IV introduces 
Average Hop Count Algorithm. In section V, we present 
Channel-sharing Select-Delete Algorithm (CSDA) for 
capacity estimation with channel sharing. Finally, we state the 
conclusions and discuss some future work in section VI. 

11. MATHEMATICAL MODEL 

The topology of an ad hoc network is modeled by an 
undirected graph GpJ). V denotes the node set in the 
network and A is an adjacency matrix that describes the 
topology of the network. 

An adjacenq matrix of a graph is a (0,l) matrix in which 
the if& entry is 1 if there is an edge between node i and node j 
and all other entries of the matrix are zero [6]. In our case, “ I ”  
denotes two corresponding nodes are in the transmission range 
of each other and “0” denotes they are not (Fig. 2). 

In Fig.2, matrix A is called as one-hop adjacency matrix 
because it only contains one-hop paths. We extend one-hop 
adjacency matrix to multi-hop matrices according to the 
following proposition: 

Proposition [6]: Let G=(V,E) be a graph with vertex set 
v = {v, , v2 ,. ..vn }and let A denote the k-th power of the 
adjacency matrix (The matrices are multiplied as is usual in 
lineai algebra, i.e. if we put B = A2 , we have 

b, = c:=, ujkuv ). Let U:’ denote the element of the 

matrix A’ at position (ij). Then u:)is the number of walks 

of length exactly k &om the vertex vi in the graph G 
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Fig. 2. The network topology and its Adjacency Matrix 
(Dashed line denotes two nodes are within the transmission 

range of each other.) 

We define a special process to deal with the matrix 
multiplication- A'(n ,n )x  A ( n , n ) :  

Exact Multiplication (EM) (denoted by[xx xx . .  .x x r  ) is 
defmed as follows: If A'(u,v) = 0 andA"'(u,v) > 0, we let 

~ ' + l ( u , v )  equal to i+l; ifA'(u,v) > 0, ~ ' + ' ( u , v )  is set the 
same value as A'(u,v) . The matrix obtained finally shows the 
exact shortest hop count between any arbitrary pair of nodes. 

Fig. 3(A) shows the 2-hop adjacency matrix a2(6,6) 

all the node pairs which can reach each other within two hops. 
Similarly, we can get from ~ ' ( 6 , 6 )  (Fig. 3@)) to A"(6.6) 
where n is the network diameter. 

obtained by Using Exact Multiplication OIlA(6,6)x A(6,6).  It lists 

IU. CAPACTIT UNDER NON-CHANNEL-SHARING 

We assume that every Source-Destination pair in the ad hoc 
network communicates through a common broadcast channel 
using omni-directional antennas with the same transmission 
range. As in [4], we assume the packets travel one hop in each 
time slot. Thus, the end-to-end delay can be measured as the 
number of slots required for a packet to be sent successfully. 

A. Matrix Select-Delete Algorithm (MSDA) 
In this section, we focus on the non-channel-sharing 

scenario, that is, each channel is used by only one session. 
Each session belongs to only one path so that if each path is 
seen as a same hop session, the number of sessions equals to 
the number of paths. Based on the one-hop and multi-hop, 
adjacency matrices, we propose the Matrix Select-Delete 
Algorithm (MSDA), as shown below. The algorithm 
comprises a series of selection iterations.' Rules (1) and (2) 
guarantee the maximum number 'of available nodes remain 
after each iteration in order to obtain maximum number of 
paths. Rule (3) is designed according to the transmission 
property of the wireless ad hoc networks (Fig. 4). 

* ' = C  0 1 I I 1 0 
d 2 1 1 1 1 2  
e o 2 2  I I 11 
/ O O O l l I  / 0 3 3 2 1 1  

(A) (B) 

2 2  I I 1 1  I 
Fig. 3.2-hop (A) and 3 -hop (B) adjacency matrix 

W l M a t r i x  SelectDelete Algorithm (MSDAU 
Input number of nodes (n) and one-hop adjacency matrix (A(n,n)) 
Input hop count of the available paths (k) 

Compute 1' 
B(n,n)= A(n,n)x A ( n , n ) x . .  .. . . xA(n,n [, a 

Store all the paths in PuthSet; 
SelectedPaths :=NULL; 
While (PufhSet 0 NULL) 
{ ("source := select the node with the fewest one-hop neighbors; 

n'desf := select the node, which is one of k-hop neighbors of 
the source, and has the fewest one-hop neighbors; 
AddF'ath(SelecfedPafks, source, dest): Add path 
originating from source to dest, to SelectedPaths; 

"'B(n,n) :=delete all the columns and rows ofthe source 
destination, relay nodes and their one-hop neighbors; 
PathSet :=delete all corresponding paths according to the 
deletion of B(n,n) from PuthSet; 

1 
Output(Se/ectedPuths); 

B. Algorithm validation 
We compare the results of MSDA with those of Brute- 

Force Search by choosing the shortest paths under the same 
conditions. A Brute-Force Search algorithm systematically 
enumerates every possible solution of a problem until an 
optimal solution is found, or all possible solutions have been 
exhausted. 

Ten scenarios are used for simulations. In i, scenario, all 
the valid shortest paths are i hops (i = 1,2., .lo). 

In Fig. 5(A), the number of nodes of the ad hoc network is 
26 and the average number of neighbom is 3. The simulation 
results are shown in Fig. 5@). 

In Fig. 6(A), the number of nodes is 40 and the average 
number of neighbors per node is 3. The simulation results are 
illustrated in Fig. 6 p ) .  From the Fig. 5@) and Fig. 8(B), we 
can see that MSDA can obtain the results close to that of 
Brute-Force Search with a deviation of one. While the time 
consumed by two algotithm is different. Given N nodes and k 
hops between all sources and destinations. The time 
complexity of Brute-Force Search is O [ N  /(k + l)r and that of 
MSDA is O(N~ / k ) .  Therefore, the time required by MSDA is 

Fig. 4. Transmission property (When node 1 is 
transmitting, the node 4 can transmit simultaneously while 

node 2,3 cannot due to interference.) 
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Fig. 5.  Simulation Topology (A) and Bnite-Force Search vs 

MSDA (B) for 26-node network 

much shorter than Brute-Force Search. Due to the mobility 
property, resulting in the topology of the ad hoc network 
changing frequently, our algorithm can therefore quickly 
estimate the current network capacity, makiig it feasible for 
real-time capacity estimation. 

w. CAPAClTY COMPUTATION UNDER CHANNKL SHAnWc 
In this section, we focus on scenario that two or more paths 

share common channels. The capacity here is the m i m u m  
numher of one-hop sessions with channel bandwidth 
constraints and end-to-end delay constraints, inasmuch as 
packets are assumed to be transmitted one hop in one time slot. 

A. Average hop count algorithm 

situation of the paths in the network. 
Average hop count (AHC) is an indicator for the statistical 

C h o p  count of shortext path 

(1) 
"U "bk 

Average hop count= _'_Icdun 

number of source - destinonon poirs 

We propose an algorithm based on adjacency matrices of 
the network and (1). Assuming the number of nodes in the ad 
hoc network is n and the largest hop count of shortest path is I ,  
then: 

egin 
Input de (end-to-end delay constraint), A(n,n) 
k = min[dc,lj 
Compute 

For all value i in the matrix B(n,n), except items on diagonal 

B(n, n) = [A' (n, n)]' = A(", n) x A(n, n ) x .  . . . .. I, i 

Compute sum = xi - 

no is the number of the items with value 0 in the matrix 

B(n,n), and [ x i  gives the smallest integer greater than or 
equal to x. 

Fig. 6. Simulation Topology (A) and Brute-Force Search vs 
MSDA (B) for 40-node network 

B. CapaciQ Estimation 
Based on the notion of average hop count, we extend our 

algorithm to more pervasive scenarios. First, we defme the 

Number of nodes is N and a node's transmission radius is r. 
The bandwidth of the channel is B wnode . 
The bandwidth needed by a transmission is BWvOnst . 
End-to-End Delay constraint is 4. 
Hop-by-Hop Delay constraint is DH . 
Hop-by-Hop delay constraint is expressed as: 

following: 

(3) DE = DE(n2 - n -  no)  D H = - -  DE - 
AHC C i - n  x i  - n  

&E(",") &B(n,n)  
2 n - -n -no  

The number of one-hop sessions that the channel can 
support is ~ E W ~ ~ ~  ~EW,,, J . In addition, under end-to-end 
delay constraints, the number of one-hop sessions that share 

Based on the above, we propose the Channel-sharing 
Select-Delete Algorithm (CSDA), as shown below. 

C. Simulations 
We present some simulation results based on two 26-node 

network topologies. All flows have the same transmission rate 
of 750 Khps, and the network channel bandwidth is 2 Mbps. 
The average hop count of the ad hoc network in Fig. 7(A) is 4, 
and the number of one-hop sessions without channel sharing 
is 6 according to the MSDA (Fig. 33)). 

In the simulation, we randomly add flows with shortest path 
hop count smaller than the end-to-end delay constraint into the 
network, one by one until the network is saturated. Each new 
flow is added on the condition that it does not cause any on- 
going flow to violate the end-to-end delay constraint. The 
number of one-hop sessions is calculated according to Fig. 4, 
where two one-hop sessions is on the flow from node 1 to 
node 5.  Generally, the number of one-hop sessions on an n- 
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hop path is [n/31. Simulation results are shown in Fig. 7(B) 
while Fig. 8(B) shows the simulation results of another ad hoc 
network with topology shown in Fig. 8(A). 

egin [Channel-sharinr Select-Delete Algorithm (CSDAI] I 
Input number of nodes (n) and adjacency matrix (A(n,n)) 
Select paths !?om A(n,n), and store all the paths in PathSet; 
SelectedPaths := NULL; 
While (PathSef 0 NULL) 

source := select the node with the fewest one-hop neighbors; 
dest := select the node, which is the one-hop neighbor of the 

source, and has the fewest one-hop neighbors; 
AddPath(SelectedPaths, source, desf): Add path originating 

from source to des, to SelectedParhs, 
A(n,n) := delete all the columns and rows of the source 

destination and their one-hop neighbors: 
PafhSet :=delete all corresponding paths according to the 

deletion of A(n,n) from Pathset; 

f 

1 
count :=the number of elements in set Selectedpaths; I 

Output (h’-8id; 

1x1 denotes the largest integer that does not exceedx. 

In Fig. 7(B) and Fig. 8(B), the network capacity obtained 
fiom CSDA approximates that of simulations with a deviation 
of one except for the case of the topology in Fig. 7(B) when 
the end-to-end delay constrain is 9 hops. 

From above results, we can see that when the end-to-end 
delay bound is equal to or larger than 8 hops, the number of 
one-hop sessions the network can support is similar, because 
the number of one-hop sessions sharing one channel is also 
bounded by the limited bandwidth of the channel. Therefore, 
even though the end-to-end delay constraint is allowed to 
increase, the number of simultaneously existing one-hop 
sessions in the network would not change. 

nd 

V. CONCLUSIONS AND FUTURE WORK 

In this paper, we proposed two algorithms Matrix Select- 
Delete Algorithm (MSDA) and Channel-sharing Select-Delete 
Algorithm (CSDA) to obtain the network capacity for the non- 
channel-sharing and channel-sharing scenario, respectively. 
We also proposed an average hop count algorithm by 
calculating the probabilities of each possible shortest path hop 
count. MSDA and CSDA estimate the maximum number of 
sessions that can exist simultaneously in the network, which is 
an important network capacity indicator. In contrast with 
Brute-Force Search methods, our algorithms are much more 
efficient. From (9, we can see that the capacity of an ad hoc 
network is restricted by the bandwidth of channels as well as 

the end-to-end delay constraint. When the end-to-end delay 
constraint is small, it limits the number of sessions sharing the 
same channel. By increasing the end-to-end delay consmaint, 
the network capacity would be limited mainly by the 
bandwidth of the channel. Therefore, the capacity cannot 
increase unlimitedly. From (9, we can also see that the 
smaller the average hop count of the flows existing in the 
network, the more simultaneous one-hop sessions can be 
supported. 

(A) (E9 
Fig. 7. Network topology (A) and CSDA performance (B) 

(A) (B) 

Fig.8. Network topology (A) and CSDA performance (B) 

In this paper, we have not considered the interference 
among the nodes. Thus, the capacity calculated by MSDA or 
CSDA is the upper bound on capacity achievable in real ad 
hocnetworks. Similarly, the delays in nodes due to contention 
for shared paths are to he addressed in our ongoing research 
and h h u e  work. 
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